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INSTRUCTIONS: ANSWER QUESTION ONE AND ANY OTHER TWQO

QUESTIONS

QUESTION ONE (3 MARKS

1. (a) Differentiat ctween Point and Interval estimation.

nple x;, r; of size n

3 )
unknown mean p and known o”

estimators of the population mean g

where A is such that t; is unbiased for y

Are 11, {5 unbiased?

ii State with reasons the best estimator.

1

i I
{3 ]lll\.‘;

5 is drawn from a normal

Consider the

(6 mks)

o) Lot (X 500 54 X, ) be a random sample of a Poisson rancdom variable
X with unknown parameter A. Show that Ay

1

5\ X1
more efficient?

Ti

I
> X and Ay
|
X,) arc both unbiased est imators of A, which estimator is

(5 mks)

(d) If 4. ..., arc the values of a random sample from an exponential

population. find the maximurm likelihood estimalor of ils parani-

eter

mks)

e} i When is an estimator said to be sufficient
T o A RO

i

I{'” o o random -‘;-unl';‘lo from a

. Brt . E5 0
Silasd) _
0. elsewhere

Show that t;

(f) In asimple random sample of 600 men from city A
In another random sample of 900 men from city [3.

to smokers.

(4

(2 mks)

}'au‘pﬂi:ﬂ 10N \‘\'“ h

1" | X; is a sufficient statistic for #. (4 mks)

150 are found

150 are found to be smokers. Construct a 99 pereent confidence
interval for the difference in the population proportions. (6 mks)



QUE

QUE

3. (a)

(h)

()

STION TWO(20 MARKS)

camma distribution

[

Let @y, ..m, be a random sample from the
with pdf:

Afazym—! ;
) z IEH{ ~& A B 2 0.
S, A) i _
0, ot herwise
Assume m is known, obtain the ML estimator for A (10 mks)
Show that if lim,_,. £(©,) 0 and lim,, ,. var(Q,) - 0 then
the estimator 6, is consistent. (5 mks)
et 1, Ts.....x, be a random sample from a population given by

1

, . B=sC@&LB+ L
fla) { 8 g ’

elsewhere

prove that X is a consistent estimator for 4. (5 mks)

STION THREE (20 MARKS)
State precisely as possible the properties of maximum likelihood
estimators (2 mks)

A random sample of 50 students out of the total 200 showed a
mean of 75 and a standard deviation of 10.

i. What are the 95 percent confidence limits for estimates of the

mean of 200 students? (5 mks)
ii. With what degree of confidence could we say that the means
s oY e D00 stdonts 15 Tht ]; [~) lnkgl

Suppose &y ..., 1s a random sample from a population with
X ~ N(p.0%), 6% known. Use Cramer-Rao inequality to find
UMVUE of p (8 mks)



QUESTION FOUR (20 MARKS

S - ) said to be sufficient? 2 mks)
N (. 07) if 0 is known. prove that
s S S ! (5 mks)
S s° is not a sullicient estimator o
il its sufficient estimator. (5 mks)
X isal mial random variable with parameters n (known) and
ven a random sample of N abservations of X (10
the method of moments estimator fo &
What will be the method of moments estimator for noand p

hen both are unknown

QUESTION FIVE(20 MARKS)

A\ random sample is taken from a normal population with tiean

0 and variance o?. Examine if 2 ~ 2 > X7 is MVUE for 0® {3

mks)
(b) A random sample is picked from a population whose distribution

is given by:

. ( '\/\

TilaA) ;

o i

for o 0. L @n o B8

Paking W{A) — ¢ *, find Cramer-Rao lower bound for /. where /
J‘ f”.’:‘)i;i.“?l'i} ".“:i]lu?_llll' o1 Wia\) M7 miks)
(¢} Let >y ..o, be iid randon variable from a Bernoullt distribation
with paraineier (2. Show that 7 70X, Is a sulliciont statistic

{ ks )



