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QUESTION ONE (30 MARKS)
1. (a) State and explain probability tools for establishing consistency
and asymptotic normality of estimators. (4 mks)
(b) Show that if {a,} and {b,} are asymptotically equivalent then
their relative error tends to zero. (3 mks)
(¢) Let asequence a, — nand b, = 2n. Show the relationship between
a, and b, (3 mks)
(d) If X;, Xs. ... X,, is a sequence of random variables and if mean p,,
and standard deviation o,, of X,, exists for all n and o,, - —20 as

n — oo, then z, — , > 0 asn > (3 mks)
(e) Let Xi.Xy, ..., X, be observations that are i.i.d. Show that the
sample mean is a consistent estimator for the population mean (5
mks)
(f) i Define asymptotic equivalence (2 mks)

ii. Show that if ;
sdos e oo A C
 em Loy S
yy 1 .
= otherwise

then @, — 0 but in irrcgular behavior. (3 mks)

(g) Leta, ] b= ng and b, = l. Check if a,, and b,, are equivalent
(3 mks)

(h) State the conditions necessary for the existence of the weak law
of large numbers (4 mks)




QUESTION TWO (20 MARKS)

o uses of the large sample theory

9. (a) Discuss any tw
= 0,(1) to hold

(h) State the conditions for X,

(¢) Show that if F,, — F, then the convergence is uniform:
sup |l — F(2) =0
(10 mks)

as n — o0

QUESTION THREE (20 MARKS)

3. (a) For a Geometric distribution P(z) = 27% such that & = 1,2....
prove that Chebyshev’s inequality gives Pllz — 9| & 8] = % while
the actual probability is L (10 mks)

(b) Usc the Chebyshev incqualit

balanced coin must be tossed
ratio of the obs

be between 0.4 and 0.6

v to determinc how many times a
in order that the probability will be
erved number of heads to the

at loast 0.80 that the
(10 mks)

number of tosses will




QUESTION FOUR (20 MARKS)

1. (a) Let Xy, Xg,. ... X, be i.i.d obscrvations from the uniform distri-
bution, f(z:0) - (1; where 0 is unknown positive parameter. Show
that the MLE of 6 is 8 = X, = Max (6 mks)

(b) State and prove the Slutsky’s Theorem (10 mks)

(¢) Let @y = n and by, = n®. What is the relationship when a,, and b,

gives their logs (4 mks)

QUESTION FIVE (20 MARKS)

- ~y . . . . >
5. (a) Suppose X is a random variable with mean p and variance o~

then for any positive number K

|
P{X -y > Ko} € —
{ pul > Ko} < e

(10 miks)

(b) Suppose X,, -+ X, show that for any continous function g{.)
G(Xn) = g(X). (3 mks)
(¢) A dice is thrown 9000 times and a throw of 3 or 4 is ohserved 3240
times. Show that the dice cannot be regarded as an unbiased one
and find the limits between which the probability of a throw of 3

or 4 lies. (7 mks)




